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ABSTRACT

One of the most difficult theoretical problems in robotics-motion planning for
rigid body robots—must be solved before a robot can perform real-world tasks such
as mine searching and processing. This dissertation proposes a new motion planning
algorithm for an autonomous robot, as well as the method and results of implementing
this algorithm on a real vehicle.

This dissertation addresses the problem of safely navigating an autonomous
vehicle through free space of a two dimensional, world model with polygonal obstacles
from a start configuration (position/orientation) to a goal configuration using smooth
motion under the structure of a layered motion planning approach. The approach
proposes several new concepts, including v-edges and directed v-edges, and divides the
motion planning problem of a rigid body vehicle into two subproblems: (i) finding
a global path using Voronoi diagrams and for a given start and goal configurations
planning an optimal global path; the planned path is a sequence of directed v-edges,
(ii) planning a local motion from the start configuration, using the aforementioned
global path. The problem of how to design a safe and smooth path, is effectively
solved by the steering function method and proximity. Another problem addressed
here is how to make a smooth transition when the vehicle gets closer to an intersection
of two distinct boundaries.

This dissertation also presents a robust algorithm for the vehicle to continually
eliminate its positional uncertainty while executing missions. This functionality is
called self-localization which is an essential component of m(;del—based navigation for
indoor applications. This algorithm is based on the two-dimensional transformation
group. Through this method, the robot can minimize its positional uncertainty, make
safe and reliable motions, and perform useful tasks in a partially known world.

All of the proposed algorithms were implemented on an autonomous mobile

robot Yamabico-11 to confirm our theoritical algorithms.
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I. INTRODUCTION

A. BACKGROUND

Answering the question “Where am I7” is one of the most elementary tasks
for any natural or artificial creature moving through the real world in a goal-oriented
fashion. Not only human beings but also animals solve this problem easily and with
astonishing accuracy by combining visual, acoustic, and other kinds of perceptions,
with vague knowledge about the traveled distance, and spatial knowledge which was
gathered and memorized at previous times. To understand and model the mecha-
nisms underlying this skill is one of the challenges for researchers and engineers who
want to build autonomous mobile robot vehicles. In the field of robotics, the ultimate
goal is to design an autonomous robot that is artificially intelligent. Recent advances
in computer processing speed have encouraged the development of increasingly capa-
ble mobile robot platforms. Making progress toward autonomous robots is of major
practical interest in a wide variety of application domains including manufacturing,
construction, waste managemnent, space exploration, undersea work, assistance for
the disabled, and medical surgery [49]. Due to the characteristics of reprogrammabil-
ity and multifunctionality, robots have been used in factories to perform a variety of
tasks including material handling, welding, painting, assembly, etc. In addition, it is
expected that by the end of this century robots will be able to perform very complex
tasks such as construction and maintenance in factories and households [45]. The
popular trend in current military applications is to accomplish the required mission
with a minimum loss of life. Consequently, many government-sponsored efforts are
underway to build systems for fighting fires, handling ammunition, transporting ma-
terial, conducting underwater search and inspection operations, mine searching and
other dangerous tasks now performed by humans [20].

Many of the above tasks require motion of the robot in order to carry out any

task. Thus there is a problem known as the motion planning problem. Although




the research in robot motion planning can be traced back to the late 1960’s, most
of the theoretical breakthroughs and practical understandings of the issue have been
achieved ounly in the last decade, and much of the problem is still outstanding. The
problem of motion planning for rigid body robots has been considered one of the most
difficult theoretical problems in robotics and, obviously, must be solved for a robot
to perform real-world tasks such as mine searching and processing. The difficulty of
motion planning can best be summarized by J. C. Latombe [49] as follows:
At first glance motion planning looks relatively simple, since humans

deal with it with no apparent difficulty in their everyday lives. In fact, as

is also the case with perception, the elementary operative intelligence that

people use unconsciously to interact with their environment ... turns out to

be extremely difficult to duplicate using a computer-controlled robot. It is

true that some naive methods can produce apparently impressive results, but

the limitations of these methods quickly become obvious. The unaware reader

will be surprised by the amount of nontrivial mathematical and algorithmic

techniques that are necessary to build a reasonably general and reliable motion

planner.

The level of complexity of the problem of motion planning again depends on
how the robot is being modeled and what physical constraints are imposed on it.

Motion planning rather than path planning is used, because vehicles considered
here are not points, but rigid bodies. In path planning, the result is a series of
positions which must be followed by the vehicle. In motion planning, not only is
position important, but also the orientation of the vehicle are important as it follows
a path.

For an autonomous vehicle, planning motions that avoid known and unknown
objects in its environment is the most fundamental functionality. Given an arbitrary
mission, for instance, mine searching and clearance, motion planning is an inevitable
subproblem that needs to be solved.

Generating collision-free motion of acceptable quality is one of the main con-

cerns in robotics. A typical robot presents an arm manipulator with a fixed base op-

erating in three-dimensional space, or a mobile vehicle operating in two-dimensional




space, or a combination of the two. Whatever form it takes, the robot is expected
to move purposely and safely in an often complex environment filled with known or
unknown obstacles.

Central to the success of robotic systems is the availability of intelligent robot
planning systems. With such a system, a robot accepts a goal statement or a task
specification (instead of the details of the robot actions) and then it can generate a
sequence of robot-level operations. By following these operations, the goal can be
accomplished.

The general motion planning problem for a system of autonomous vehicles
can be stated as follows: Given (1) an initial state of the vehicles, (2) a desired final
state of the vehicles, and (3) any constraints on allowable motions, find a collision-
free motion of the vehicles from the initial state to the final state that satisfies the
constraints.

Also, for a mobile robot, maintaining exact position information poses a ma-
jor problem. A key capability of a mobile robot operating in an indoor environment
is localization, i.e. determination of its current position and orientation (posture).
Automated guided vehicles, as used for transportation tasks in factories, still need a
network of physical guidelines buried in, or attached to, the floor [17]. Recent devel-
opments permit leaving the guideline for short maneuvers, for example at crossings
or docking stations. Increased flexibility can be achieved by free-navigating vehicles
using dead-reckoning and artificial or natural landmarks for localization. Results of
related techniques are reported in [15, 19].

Because of its simplicity and low cost, dead-reckoning is the most common-
ly used localization technique. However, because of error accumulation in dead-
reckoning systems, posture errors grow without bound unless they are reduced by
reference measurements. For this purpose, passive sensors like cameras [46] as well
as active sensors like sonar [51] and infrared imaging systems [12] have been applied.

Natural landmarks, such as walls and edges, or artificial landmarks, such as corner




cubes and retro-reflective strips are used as absolute references.

Navigation which is a fundamental requirement of autonomous mobile robots,
can be broadly separated into two distinct approaches: reference and dead reckoning.
Reference guidance refers to navigation with respect to a coordinate frame based on
visible external landmarks. Dead reckoning refers to navigation based on odometry,
inertial guidance, or some other “self-contained” sensing. Dead reckoning usually
provides the vehicle with an estimate of its position. Its disadvantage is that the po-
sition error grows without bound unless an independent reference is used periodically
to reduce the error. Reference guidance has the advantage that position errors are
bounded, but detection of external references or landmarks and real-time position fix-
ing may not always be possible. Clearly, dead reckoning and reference navigation are
complementary and combinations of the two approaches can provide very accurate
positioning systems.

Starting from the premise that coping with uncertainty is the most crucial
problem a mobile robot must face, we can conclude that the robot must have the
following basic capabilities:

e Sensory interpretation: The robot must be able to determine its relation-
ship to the environment by sensing. A wide variety of sensing technologies are
available: odometry; ultrasonic; infrared and laser range sensing; and monoc-
ular, binocular, and trinocular vision have all been explored. The difficulty is

in interpreting these data, that is, in deciding what the sensor signals tell us
about the external world.

¢ Reasoning: The robot must be able to decide what actions are required to
achieve its goal(s) in a given environment. This may involve decisions ranging
from what paths to take to what sensors to use.

B. PROBLEM STATEMENT

1. Definitions

This subsection defines a list of terms and concepts used throughout this dis-

sertation.




Obstacles

Free Space

Figure 1. Robot’s world space

Let R denote the set of real numbers. The environment for the motion plan-
ning task of this dissertation is a two-dimensional plane R? on which a global Carte-
sian coordinate system is defined.

Let By,---, B, be fixed objects (simple polygons) distributed in R2. These
B;’s are called obstacles.

A world W is a set of n simple polygonal obstacles,
W = {Bo,B1,--,Bn}, n>0

where By is the outermost polygonal boundary, Bi,--- B, are polygonal obstacles
inside the boundary, and no pair of polygons intersects or touches.

The free space free(W) is the inside of By minus the union of the n polygons
contained in By. In other words, the free space is the compiement of the union of all
polygons in W. We call the free space, together with the set of polygons, the robot’s
world (Figure 1).

We consider path f to be directed curve with natural direction from f(0) to

f(1). A path f in W is a continous function

f:00,1] — free(W)




with f(0) # f(1). The two points f(0) and f(1) are called its endpoints, and the
path joins them. If they are distinct, we usually denote f(0) as a start .S and f(1) as

a goal G (Figure 2).

Figure 2. A world and paths

Let ¢ denote the robot’s configuration. The robot’s configuration ¢ is defined

by
7= (p,9, %)

where p, 8 and k are its position, orientation, and curvature respectively. The con-
figuration defined in this dissertation is normally used to describe the robot’s instan-
taneous status, either stationary or moving. This configuration is especially useful
for specifying a path. For instance, if we use ¢ = (p,0, «) to specify a line, this line
passes through the point at position p and with orientation §. When the curvature
element is k = 0, it is specifying a straight line, otherwise it is a curve.

The motion of the robot is subject to nonholonomic kinematic constraints,
That is, the robot is able to perform both forward and reverse motion but not sideways

motion:

o A finite curvature limitation of motion represented by the maximum curvature
(Kmae) that the vehicle can take.




o A finite rate of change of curvature limitation of smooth motion represented
by the maximum rate of change of curvature ((££)mqs)-!

2. Problem Description

The purpose of this research is to investigate fundamental theories for navi-
gation to comstruct an autonomous mobile robots for military and industrial appli-
cations. This dissertation is an investigation of one aspect of this goal: the problem
of motion planning which allows an autonomous robot to plan its own motion in a
known and static two-dimensional environment. Here it is desired to safely navigate
an autonomous vehicle through free space using smooth motions.

We consider that the motion planning problem for a rigid body robot must
be divided into at least two subproblems: a global path planning problem and a local
motion planning problem. The first is the problem of finding the best path class in
terms of homotopy [26]. In that sense, this level is an abstract portion of the whole
problem. The second is the problem of finding the best motion when a path class is
defined by the first subproblem. We call this method layered motion planning.

The problem statements specifically addressed herein are the following:

1. How do we best represent the path class to make local motion planning easier?
2. How do we find a safe local motion planning algorithm?

3. How do we find a robust real-time positional-uncertainty elimination (self-
localization) algorithm?

Following theoretical analysis, algorithm design, and simulation, we will im-
plement the resulting algorithms on the autonomous self-contained mobile vehicle

Yamabico-11 for testing and evaluation.

1This limitation is applicable only when we are interested in smooth motion in which the robot is
not supposed to stop when moving along a path. If the robot is allowed to stop before maneuvering,
then this limitation does not exist and the robot is able to follow any Kmaz—constrained path so long
as there is tangential continuity anywhere on the path.




3. Assumptions

The following assumptions are used throughout this dissertation:

e The world W is polygonal.

o Although the robot will be operating in a three-dimensional environment, it is
assumed that the model reflects the projection of the obstacles onto the plane
of the floor on which the robot moves.

¢ The vehicle and all objects in the robot’s world are rigid bodies.
o The obstacles do not intersect or touch each other.

¢ The robot has complete knowledge of the environment in which it is operating.
However, the use of external references to guide its motion other than the
physical characteristics of the walls will not be used.

e All obstacles in the environment are stationary.

o All obstacles faces are perpendicular to the plane in which the robot moves.
This assumption is required to assure a good sensor return from all objects.

C. PREVIOUS WORK
1. Motion Planning

Several concepts and theories have been developed which may lead to solving
the motion planning problem. The “classical” approaches to motion planning can be
divided in the following three classes: roadmap methods, cell decomposition methods,
and potential field methods. We will briefly introduce these approaches and summarize
them below. For a thorough discussion of these approaches see [49, 32].

a. Roadmap and Cell Decomposition Methods

Let W denote the space of all configurations for the robot, and let
free(W) be the robot’s free configuration space, i.e., the subset of W in which the
robot d